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Myelinated fibers: 180K KM

Neocortex synapses: 0.15 10^15 (quadrillion)

Bee: 950K neurons

Neuron loss: 85K/day 


Comparison brain weight:

Sperm whale: 7,800G
Fin whale: 6,930
Elephant: 4,783
Humpback whale: 4,675
Gray whale: 4,317

Pakkenberg et al., 1997; 2003
https://faculty.washington.edu/chudler/facts.html

Herculano-Houzel 2009

Frontiers in Human Neuroscience www.frontiersin.org November 2009 | Volume 3 | Article 31 | 7

Herculano-Houzel The human brain in numbers

hominin lineage before humans, should also conform to the same 
cellular scaling rules. An examination of the cellular composition 
of the cerebellum of orangutans and one gorilla shows that the 
sizes of the cerebellum and cerebral cortex predicted for these spe-
cies from the number of cells in the cerebellum match their actual 
sizes, which suggests that the brain of these animals indeed is built 
according to the same scaling rules that apply to humans and other 
primates (Herculano-Houzel and Kaas, in preparation). In view of 
the discrepant relationship between body and brain size in humans, 
great apes, and non-anthropoid primates, these fi ndings suggest 
that the rules that apply to scaling primate brains are much more 
conserved than those that apply to scaling the body. This raises the 
possibility that brain mass and body mass across species are only 
correlated, rather than brain mass being determined by body mass, 
as presumed in studies that focus on the variation of residuals after 
regression onto body size. Supportive evidence comes from the 
dissociation between brain and body growth in development, in 
which the former actually precedes the latter (reviewed in Deacon, 
1997), and from our observation that body mass seems more free to 
vary across species than brain mass as a function of its number of 
neurons. In this view, it will be interesting to consider the alternative 
hypothesis that body size is not a determining variable for brain 
size in comparative studies of brain neuroanatomy, and particularly 
not an (independent) parameter for assessing quantitative aspects 
of the human brain.

DO WE HAVE THE MOST NEURONS? PREDICTIONS FOR OTHER LARGE-
BRAINED MAMMALS
The different cellular scaling rules that apply to rodents and pri-
mates strongly indicate that it is not valid to use brain size as a proxy 
for number of neurons across humans, whales, elephants and other 
large-brained species belonging to different mammalian orders. 
One consequence of this realization is that sheer size alone, or in 
relation to body size, is not an adequate parameter to qualify, or 
disqualify, the human brain as “special”.

A comparison of expected numbers can nevertheless be very illu-
minating. For instance, given the cellular scaling rules that we have 
observed for rodents (Herculano-Houzel et al., 2006), a  hypothetical 

below  expectations for a primate brain of 1.5 kg, while the human 
 cerebellum, at 154 g and 69 billion neurons, matches or even slightly 
exceeds the expected (Table 2).

Although not observed in the comparatively small rodent species 
analyzed, the enlargement of the cerebral cortex is not, in principle, 
an exclusive feature of the human brain: a similar expansion of the 
mass of the cerebral cortex, relative to the whole brain, is predicted 
by both the rodent and primate cellular scaling rules, irrespec-
tive of the number of neurons contained in the cortex (Table 2). 
Remarkably, the human cerebral cortex, which represents 82% of 
brain mass, holds only 19% of all neurons in the human brain – a 
fraction that is similar to the fraction that we observed in several 
other primates, rodents, and even insectivores (Figure 1). The 
relatively large human cerebral cortex, therefore, is not different 
from the cerebral cortex of other animals in its relative number 
of neurons.

It should be noted that the unchanging proportional number 
of neurons in the cerebral cortex relative to the whole brain does 
not contradict an expansion in volume, function and number of 
neurons of the cerebral cortex in evolution: the absolute number 
of neurons in the rodent and primate cerebral cortex does increase 
much faster in larger brains compared to the number of neurons 
in the combined brainstem, diencephalon and basal ganglia, and is 
accompanied by a similarly fast increase in the number of neurons 
in the cerebellum (Figure 5).

Because of the diverging power laws that relate brain size and 
number of neurons across rodents and primates, the latter can 
hold more neurons in the same brain volume, with larger neuronal 
densities than found in rodents. Since neuronal density does not 
scale with brain size in primates, but decreases with increasing 
brain size in rodents, the larger the brain size, the larger is the 
difference in number of neurons across similar-sized rodent and 
primate brains.

PREDICTIONS FOR GREAT APES
The fi nding that the same cellular scaling rules apply to humans 
and non-anthropoid primate brains alike, irrespective of body size, 
indicates that the brains of the great apes, which diverged from the 

Table 2 | Expected values for a generic rodent and primate brains of 1.5 kg, and values observed for the human brain (Azevedo et al., 2009).

 Generic rodent brain Generic primate brain Human brain

Brain mass 1500 g 1500 g 1508 g
Total number of neurons in brain 12 billion 93 billion 86 billion
Total number of non-neurons in brain 46 billion 112 billion 85 billion
Mass, cerebral cortex 1154 g 1412 g 1233 g
Neurons, cerebral cortex 2 billion 25 billion 16 billion
Relative size of the cerebral cortex 77% of brain mass 94% of brain mass 82% of brain mass
Relative number of neurons in cerebral cortex 17% of brain neurons 27% of brain neurons 19% of brain neurons
Mass, cerebellum 133 g 121 g 154 g
Neurons, cerebellum 10 billion 61 billion 69 billion
Relative size of the cerebellum 9% of brain mass 8% of brain mass 10% of brain mass

Notice that although the expected mass of the cerebral cortex and cerebellum are similar for these hypothetical brains, the numbers of neurons that they 
contain are remarkably different. The human brain thus exhibits seven times more neurons than expected for a rodent brain of its size, but 92% of what would 
be expected of a hypothetical primate brain of the same size. Expected values were calculated based on the power laws relating structure size and number of 
neurons (irrespective of body size) that apply to average species values for rodents (Herculano-Houzel et al., 2006) and primate brains (Herculano-Houzel et al., 
2007), excluding the olfactory bulb.
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not contradict an expansion in volume, function and number of 
neurons of the cerebral cortex in evolution: the absolute number 
of neurons in the rodent and primate cerebral cortex does increase 
much faster in larger brains compared to the number of neurons 
in the combined brainstem, diencephalon and basal ganglia, and is 
accompanied by a similarly fast increase in the number of neurons 
in the cerebellum (Figure 5).
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number of neurons across rodents and primates, the latter can 
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be expected of a hypothetical primate brain of the same size. Expected values were calculated based on the power laws relating structure size and number of 
neurons (irrespective of body size) that apply to average species values for rodents (Herculano-Houzel et al., 2006) and primate brains (Herculano-Houzel et al., 
2007), excluding the olfactory bulb.

Power: 20W

http://specs-lab.com
http://brainx3.com
http://specs-lab.com


Paul Verschure3



Paul Verschurespecs-lab.com Herculano-Houzel  2009 Front  Hum Neuro
Strausfeld & Hirth 2013 Science

Basil el Jundi & Heinze 2016

Brains share design common principles
InsectsMammals



Ivan Petrovich Pavlov (1849 – 1936)

The brain maintains
an equilibrium between

the organism and its environment

Claude Bernard (1813-1878) 

http://specs-lab.com


The embodied 
brain controls 
ACTION



PHRAS
E

Paul Verschureeodyne.com specs-lab.com

World

Body
Action

http://eodyne.com
http://specs-lab.com


Paul Verschurespecs-lab.com

The embodied brain solves trade-offs

Verschure (1992) RAS; (2003) Nature; (2012) BICA; (2014; 2016) Phil.Tr.Roy.Soc B

R
ob
us
tn
es
s

Complexity

Robust

Brittle

FlexibleRigid

Trade-off boundary

Adaptive

Contextual

Reactive

Fast Slow



Paul Verschurespecs-lab.com

R
ob
us
tn
es
s

Complexity

Robust

Brittle

FlexibleRigid

Verschure (1992) RAS; (2003) Nature; (2012) BICA; (2014; 2016) Phil.Tr.Roy.Soc B

The embodied brain solves trade-offs

Goals, 
Deliberation

Drives, 
Reflexes

Fast Slow

Prewired Learned



Paul Verschurespecs-lab.com

The brain fast and slow

Verschure (1992) RAS; (2003) Nature; (2012) BICA; (2014; 2016) Phil.Tr.Roy.Soc B

Daniel Kahneman

Michael Gazzaniga



The Brain in Plato’s Cave

Plato, The Republic (514a–520a)

There is no direct access to information

Plato

Aristotle

Hume

Descartes

Kant

The knowledge problem



The brain as a constructive empiricist

The Free Energy Principle 

Friston 2010 Nat Rev Neurosci. Karl Friston

Bas van Fraasen

Figure from: Haker et al 2016 Front. Psych
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The brain is driven by surprise/error

reflecting Purkinje cell activities. Yet, they
also show in an elegant fashion that the
VHFOs can show fixed population fre-
quencies independent from the firing rate
of individual Purkinje cells. In contrast to
that of theVFOs investigatedbyMiddleton
et al. (2008), the power of the VHFOs was
reduced by complete blockage of all
GABAA receptors. Since the power in-
creased after pharmacological presynap-
tic suppression of the GABAergic input
from the molecular layer interneurons
alone, the authors suggest by exclusion

that it must be the recurrent collaterals of
the Purkinje cells that are essential for
the generation of VHFOs. Due to the gen-
eral sagittal orientation of the recurrent
collaterals (Figure 1B), one might expect
that the orientation of the VHFOs also
follows a parasagittal-like pattern, but
the authors convincingly show that the
distribution is more patch-like. Thus, in
this respect, the VHFOs more closely re-
semble the slower theta and beta oscilla-
tions generated in the granular layer, while
the VFOs have a stronger tendency to

follow the sagittal pattern of the slower
oscillations generated in the olive (Table 1).
Even though the authors of both studies

come a long way in elucidating the mech-
anisms underlying high-frequency oscilla-
tions in the cerebellum, a few issues
remain to be resolved. The evidence that
Middleton et al. (2008) provide for gap
junctional coupling of Purkinje cells is cer-
tainly highly suggestive, but the strongest
possible form of evidence for this phe-
nomenon is still lacking: i.e., a direct dem-
onstration of heptalaminar gap junctions

Figure 1. Schematic Drawing of
Intracerebellar and Extracerebellar
Connections Creating Local and
Network Loops
(A) The cerebellum is connected with the cerebral
cortex via the loops indicated. The cerebellar cor-
tex receives main excitatory inputs (black) from
the inferior olive (IO) and pontine regions (PR),
and provides via the Purkinje cell axons an inhibi-
tory feedback (red) to the cerebellar nuclei (CN).
The outputs of the CN create a short loop by inhib-
iting the IO and two longer loops by exciting the
mesodiencephalic junction (MDJ) and thalamus
(TH). The TH excites various parts of the cerebral
cortex such as the sensorimotor cortex (SMC),
which in turn provides descending projections
back to the PR and, via the MDJ, the IO. Note that
the ultimate output connections of these systems,
such as the pyramidal tract and oculomotor tracts
that directly control the motor neurons, are not
indicated in this drawing.
(B) Whereas the external IO and PR signals, which
enter the cerebellum via the climbing fibers (cf) and
the mossy fiber (mf)-parallel fiber (pf) pathway, are
all excitatory, the local transmissions by the axons
of the molecular layer interneurons (yellow) and
recurrent collaterals (prc) of the Purkinje cells
(red) are all inhibitory. Mossy fiber collaterals are
indicated by mfc. Note that the climbing fiber col-
laterals and Golgi cell inhibition of granule cells
(GC) are not depicted in this drawing.
(C) Molecular layer interneurons, i.e., basket cells
(BC) and stellate cells (SC), are coupled by gap
junctions (yellow), while Purkinje cells (PC) can
influence one another via recurrent collaterals.
(D) As proposed in the main text and explained be-
low, the level of synchrony in oscillating Purkinje
cell activities might control the firing rate gain in
the CN following excitation (I) by the mfcs. The
PC spike-time dispersion (s) is inversely related
to the synchrony of this network oscillation.
(E) The CN firing rate versus mfc input current (I)
plots are shown for different values of the PC jitter.
As the jitter is decreased from 5 to 1 ms (from
bottom to top), the gain of the CN responses to
the excitatory mfc inputs is dramatically de-
creased. This interaction between mfc inputs and
PC synchrony might be one of the potential mech-
anisms by which high-frequency oscillations in the
cerebellar cortex exert their effects.
Panels (D) and (E) were modified from a cerebral
network model with kind permission from Drs. Tie-
singa and Sejnowski (see also Tiesinga et al., 2004
and Sejnowski and Paulsen, 2006).
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et al., 2014). Additionally, recent work in rabbits has begun draw-
ing confirmative cross-correlations between the kinematic pro-
file of eyelid behavior and simple spike activity in awake rabbits
(Halverson et al., 2015).

The simple spike suppression observed in eyelid-related Pur-
kinje cells seems in good agreement with the classical hypothe-
sis dominating the synaptic level of cerebellar learning theory.
Long-term depression (LTD) occurs at parallel fiber to Purkinje
cell synapses when their activation is linked to climbing fiber
activation (Ito et al., 1982; Coesmans et al., 2004; Gao et al.,
2012). This plasticity mechanism is posited to constitute learning
by suppressing simple spike firing in Purkinje cells, which in
turn disinhibits the cerebellar nuclei, increasing cerebellar
output (Marr, 1969; Albus, 1971; Ito, 2001). However, LTD seems

Figure 1. Purkinje Cell Characterization
(A) Purkinje cells in hemispheric lobule VI (zones

C1/C3/D0) receive input from mossy fibers and

climbing fibers, which carry CS and US signals,

respectively. Simple spike suppression disinhibits

the anterior interposed nuclei (AIN), which then

drive CRs. Paired trials consisted of a 260-ms LED

light CS co-terminating with a 10-ms corneal air

puff.

(B) Coronal cerebellar section at !5.8 mm from

bregma, with the blue arrow indicating staining of

a typical extracellular recording site. The scale bar

denotes 500 mm.

(C) Example eyelid and Purkinje cell traces for

eyelid-related cells in trained animals (left column,

n = 28) and in naive animals (right column, n = 17)

are shown.

(D) SDFs of complex spikes for individual cells

(strength of modulation relates to color brightness)

and the mean for each set (thick black line) are

shown.

(E) The same are shown for SDFs of simple spikes.

BN, brainstem nuclei; DAO, dorsal accessory

olive; MLI, molecular layer interneurons.

neither necessary nor sufficient for eye-
blink conditioning, as selective genetic
or pharmacological blockage of parallel
fiber to Purkinje cell LTD expression
does not significantly impair eyeblink
conditioning (Welsh et al., 2005; Schone-
wille et al., 2011), and short interstimulus
intervals (ISIs) increase rather than
decrease simple spike firing while pre-
sumably preserving LTD induction (Wet-
more et al., 2008, 2014). In addition to
Purkinje cells, parallel fiber activity en-
coding the CS reaches molecular layer
interneurons (MLIs) through excitatory
synapses, which can probably be
strengthened through concomitant
climbing fiber activity and, thereby, in
principle, contribute to eyeblink condi-
tioning (Gao et al., 2012). However, hav-
ing shown that conditioned Purkinje

cell simple spike suppression seems to persist after blocking
cerebellar cortical feedforward synaptic inhibition provided by
MLIs, Hesslow and colleagues are now homing in on potential
mechanisms intrinsic to Purkinje cells (Johansson et al., 2014).
In the pursuit of a seamless understanding of Pavlovian condi-

tioning across levels of analysis, we wish to address three
considerable gaps that exist in current understanding. First, it re-
mains to be seen how eyelid-related Purkinje cells in awakemice
behave within a functional, undamaged brain, as existing work
has relied heavily on the decerebrate preparation. Especially
complex spike activity may depend to a large degree on circuitry
level factors, which are likely different between awake and de-
cerebrated preparations. Second, the potential disqualification
of MLIs as a main mechanism underlying Purkinje cell simple

2 Cell Reports 13, 1–12, December 1, 2015 ª2015 The Authors

Please cite this article in press as: ten Brinke et al., Evolving Models of Pavlovian Conditioning: Cerebellar Cortical Dynamics in Awake Behaving Mice,
Cell Reports (2015), http://dx.doi.org/10.1016/j.celrep.2015.10.057
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indicated by mfc. Note that the climbing fiber col-
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(GC) are not depicted in this drawing.
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junctions (yellow), while Purkinje cells (PC) can
influence one another via recurrent collaterals.
(D) As proposed in the main text and explained be-
low, the level of synchrony in oscillating Purkinje
cell activities might control the firing rate gain in
the CN following excitation (I) by the mfcs. The
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(E) The CN firing rate versus mfc input current (I)
plots are shown for different values of the PC jitter.
As the jitter is decreased from 5 to 1 ms (from
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the excitatory mfc inputs is dramatically de-
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et al., 2014). Additionally, recent work in rabbits has begun draw-
ing confirmative cross-correlations between the kinematic pro-
file of eyelid behavior and simple spike activity in awake rabbits
(Halverson et al., 2015).

The simple spike suppression observed in eyelid-related Pur-
kinje cells seems in good agreement with the classical hypothe-
sis dominating the synaptic level of cerebellar learning theory.
Long-term depression (LTD) occurs at parallel fiber to Purkinje
cell synapses when their activation is linked to climbing fiber
activation (Ito et al., 1982; Coesmans et al., 2004; Gao et al.,
2012). This plasticity mechanism is posited to constitute learning
by suppressing simple spike firing in Purkinje cells, which in
turn disinhibits the cerebellar nuclei, increasing cerebellar
output (Marr, 1969; Albus, 1971; Ito, 2001). However, LTD seems
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the anterior interposed nuclei (AIN), which then
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bregma, with the blue arrow indicating staining of
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denotes 500 mm.

(C) Example eyelid and Purkinje cell traces for
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(D) SDFs of complex spikes for individual cells
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neither necessary nor sufficient for eye-
blink conditioning, as selective genetic
or pharmacological blockage of parallel
fiber to Purkinje cell LTD expression
does not significantly impair eyeblink
conditioning (Welsh et al., 2005; Schone-
wille et al., 2011), and short interstimulus
intervals (ISIs) increase rather than
decrease simple spike firing while pre-
sumably preserving LTD induction (Wet-
more et al., 2008, 2014). In addition to
Purkinje cells, parallel fiber activity en-
coding the CS reaches molecular layer
interneurons (MLIs) through excitatory
synapses, which can probably be
strengthened through concomitant
climbing fiber activity and, thereby, in
principle, contribute to eyeblink condi-
tioning (Gao et al., 2012). However, hav-
ing shown that conditioned Purkinje

cell simple spike suppression seems to persist after blocking
cerebellar cortical feedforward synaptic inhibition provided by
MLIs, Hesslow and colleagues are now homing in on potential
mechanisms intrinsic to Purkinje cells (Johansson et al., 2014).
In the pursuit of a seamless understanding of Pavlovian condi-

tioning across levels of analysis, we wish to address three
considerable gaps that exist in current understanding. First, it re-
mains to be seen how eyelid-related Purkinje cells in awakemice
behave within a functional, undamaged brain, as existing work
has relied heavily on the decerebrate preparation. Especially
complex spike activity may depend to a large degree on circuitry
level factors, which are likely different between awake and de-
cerebrated preparations. Second, the potential disqualification
of MLIs as a main mechanism underlying Purkinje cell simple
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file of eyelid behavior and simple spike activity in awake rabbits
(Halverson et al., 2015).

The simple spike suppression observed in eyelid-related Pur-
kinje cells seems in good agreement with the classical hypothe-
sis dominating the synaptic level of cerebellar learning theory.
Long-term depression (LTD) occurs at parallel fiber to Purkinje
cell synapses when their activation is linked to climbing fiber
activation (Ito et al., 1982; Coesmans et al., 2004; Gao et al.,
2012). This plasticity mechanism is posited to constitute learning
by suppressing simple spike firing in Purkinje cells, which in
turn disinhibits the cerebellar nuclei, increasing cerebellar
output (Marr, 1969; Albus, 1971; Ito, 2001). However, LTD seems

Figure 1. Purkinje Cell Characterization
(A) Purkinje cells in hemispheric lobule VI (zones

C1/C3/D0) receive input from mossy fibers and

climbing fibers, which carry CS and US signals,

respectively. Simple spike suppression disinhibits

the anterior interposed nuclei (AIN), which then

drive CRs. Paired trials consisted of a 260-ms LED

light CS co-terminating with a 10-ms corneal air

puff.

(B) Coronal cerebellar section at !5.8 mm from

bregma, with the blue arrow indicating staining of

a typical extracellular recording site. The scale bar

denotes 500 mm.

(C) Example eyelid and Purkinje cell traces for

eyelid-related cells in trained animals (left column,

n = 28) and in naive animals (right column, n = 17)

are shown.

(D) SDFs of complex spikes for individual cells

(strength of modulation relates to color brightness)

and the mean for each set (thick black line) are

shown.

(E) The same are shown for SDFs of simple spikes.

BN, brainstem nuclei; DAO, dorsal accessory

olive; MLI, molecular layer interneurons.

neither necessary nor sufficient for eye-
blink conditioning, as selective genetic
or pharmacological blockage of parallel
fiber to Purkinje cell LTD expression
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conditioning (Welsh et al., 2005; Schone-
wille et al., 2011), and short interstimulus
intervals (ISIs) increase rather than
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MLIs, Hesslow and colleagues are now homing in on potential
mechanisms intrinsic to Purkinje cells (Johansson et al., 2014).
In the pursuit of a seamless understanding of Pavlovian condi-

tioning across levels of analysis, we wish to address three
considerable gaps that exist in current understanding. First, it re-
mains to be seen how eyelid-related Purkinje cells in awakemice
behave within a functional, undamaged brain, as existing work
has relied heavily on the decerebrate preparation. Especially
complex spike activity may depend to a large degree on circuitry
level factors, which are likely different between awake and de-
cerebrated preparations. Second, the potential disqualification
of MLIs as a main mechanism underlying Purkinje cell simple
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Dopamine and the expectation of reward

learning theory (FIGURE 7D). In the blocking test, a test
stimulus is blocked from acquiring reward prediction
when the reward is fully predicted by another stimulus
(zero contingency). If reward does occur after the non-
predictive test stimulus, it will produce a positive predic-
tion error, and dopamine neurons are activated by that
reward (618). In the conditioned inhibition test, a reward
occurring after a stimulus explicitly predicting reward
absence elicits a super strong positive reward prediction
error (because of a negative prediction being subtracted

from the reward, Equation 1), and dopamine neurons
accordingly show supranormal activation by the surpris-
ing reward (Equation 6) (598). Thus the phasic dopa-
mine responses follow the formal theoretical require-
ments for prediction error coding.

Reward-predicting stimuli induce phasic activations in
most dopamine neurons (60-75%) (FIGURE 7C) (322, 503)
and increase correlations between dopamine impulses
(256). These responses are gradually acquired through
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FIGURE 7. Dopamine prediction error responses at the time of reward in monkeys. A: dopamine responses
to touch of food without any phasic stimuli predicting the reward. The food inside the box is invisible but is
touched by the hand underneath the cover. Movement onset is defined as release of resting key. B: differential
response to touch of a piece of apple (top) but not to touch of a bare wire (bottom) or known inedible objects.
Left graphs show the animal’s hand entering the covered food box. Inside the box, touch of a bare wire or a wire
holding the food elicits an electric signal for temporal reference (vertical line at right). [A and B from Romo and
Schultz (491), with kind permission from Springer Science and Business Media.] C: reward prediction error
responses at time of reward (right) and reward-predicting visual stimuli (left in 2 bottom graphs). The dopamine
neuron is activated by the unpredicted reward eliciting a positive reward prediction error (blue ! error, top),
shows no response to the fully predicted reward eliciting no prediction error (0 error, middle), and is depressed
by the omission of predicted reward eliciting a negative prediction error (- errror, bottom). [From Schultz et al.
(524).] D: reward prediction error responses at time of reward satisfy stringent prediction error tests. Top:
blocking test: lack of response to reward absence following the stimulus that was blocked from learning (left),
but activation by surprising reward after blocked stimulus (right). [From Waelti et al. (618).] Bottom: condi-
tioned inhibition test. Supranormal activation to reward following an inhibitory stimulus explicitly predicting no
reward. [From Tobler et al. (597).]
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pattern, varies monotonically with sensory stimulation, dis-
crimination, and movements (3, 385). Thus the key sub-
strates for the brain’s function in reward are specific neuro-
nal signals that occur in a limited number of brain struc-
tures, including midbrain dopamine neurons, striatum,
amygdala, and orbitofrontal cortex (FIGURE 3). Reward sig-
nals are also found in most component structures of the
basal ganglia and the cerebral cortical areas, often in asso-
ciation with sensory or motor activity. The signals can be
measured as action potentials by neurophysiology and are
also reflected in transmitter concentrations assessed by elec-
trochemistry (638) and as synaptic potentials detected by
magnetic resonance imaging in blood oxygen level depen-
dent (BOLD) signals (328). Whereas lesions in humans and
animals demonstrate necessary involvements of specific
brain structures in behavioral processes, they do not inform
about the way the brain processes the information underly-
ing these processes. Electric and optogenetic stimulation
evokes action potentials and thus helps to dissect the influ-
ence of individual brain structures on behavior, but it does
not replicate the natural signals that occur simultaneously
in several interacting structures. Thus the investigation of
neuronal signals is an important method for understanding
crucial physiological mechanisms for the survival and re-
production of biological organisms.

3. Reward retina

Neuronal signals in sensory systems originate in specific
receptors that define the signal content. However, rewards
have no dedicated receptors. Neuronal processing would
benefit from an explicit signal that identifies a reward irre-
spective of sensory properties and irrespective of actions

required to obtain it. The signal might be analogous to
visual responses of photoreceptors in the retina that consti-
tute the first processing stage for visual perception. To ob-
tain an explicit reward signal, the brain would extract the
rewarding component from heterogeneous, polysensory en-
vironmental objects and events. A signal detecting the re-
ward properties of an apple should not be concerned with
its color unless color informs about reward properties of the
fruit. Nor should it code the movement required to obtain
the apple, other than assessing the involved effort as eco-
nomic cost. External visual, somatic, auditory, olfactory,
and gustatory stimuli predicting original, unconditioned re-
wards become conditioned rewards through Pavlovian con-
ditioning. The issue for the brain is then to extract the
reward information from the heterogeneous responses to
the original and conditioned rewards and generate a com-
mon reward signal. Neurons carrying such a signal would
constitute the first stage in the brain at which the reward
property of environmental objects and events would be
coded and conveyed to centers engaged in learning, ap-
proach, choice, and pleasure. Such abstract reward neurons
would be analogous to the retinal photoreceptors as first
visual processing stage (519).

Despite the absence of specific reward receptors, there are
chemical, thermal, and mechanical receptors in the brain,
gut, and liver that detect important and characteristic re-
ward ingredients and components, such as glucose, fatty
acids, aromatic amino acids, osmolality, oxygen, carbon
dioxide, temperature, and intestinal volume, filling, and
contractions. In addition to these exteroceptors, hormone
receptors are stimulated by feeding and sex (24, 46). These
receptors are closest to being reward receptors but never-
theless detect only physical, sensory reward aspects,
whereas reward value is still determined by internal brain
activity.

The absence of dedicated receptors that by themselves sig-
nal reward value may not reflect evolutionary immaturity,
as rewards are as old as multicellular organisms. Rather
valuation separate from physical receptors may be an effi-
cient way of coping with the great variety of objects that can
serve as rewards at one moment or another, and of adapting
reward value to changing requirements, including depriva-
tion and satiation. Rather than having a complex, omnipo-
tent, polysensory receptor that is sensitive to all possible
primary and conditioned rewards and levels of deprivation,
however infrequent they may occur, it might be easier to
have a neuronal mechanism that extracts the reward infor-
mation from the existing sensory receptors. The resulting
neuronal reward signal would be able to detect rewarding
properties in a maximum number of environmental objects,
increase the harvest of even rare rewards, and relate their
value to current body states, which all together enhance the
chance of survival. Such a signal would be an efficient so-
lution to the existential problem of benefitting from the
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FIGURE 3. Principal brain structures for reward and decision-
making. Dark blue: main structures containing various neuronal
subpopulations coding reward without sensory stimulus or motor
action parameters (“explicit reward signals”). Light blue: structures
coding reward in conjunction with sensory stimulus or motor action
parameters. Maroon: non-reward structures. Other brain struc-
tures with explicit or conjoint reward signals are omitted for clarity.
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learning theory (FIGURE 7D). In the blocking test, a test
stimulus is blocked from acquiring reward prediction
when the reward is fully predicted by another stimulus
(zero contingency). If reward does occur after the non-
predictive test stimulus, it will produce a positive predic-
tion error, and dopamine neurons are activated by that
reward (618). In the conditioned inhibition test, a reward
occurring after a stimulus explicitly predicting reward
absence elicits a super strong positive reward prediction
error (because of a negative prediction being subtracted

from the reward, Equation 1), and dopamine neurons
accordingly show supranormal activation by the surpris-
ing reward (Equation 6) (598). Thus the phasic dopa-
mine responses follow the formal theoretical require-
ments for prediction error coding.

Reward-predicting stimuli induce phasic activations in
most dopamine neurons (60-75%) (FIGURE 7C) (322, 503)
and increase correlations between dopamine impulses
(256). These responses are gradually acquired through
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FIGURE 7. Dopamine prediction error responses at the time of reward in monkeys. A: dopamine responses
to touch of food without any phasic stimuli predicting the reward. The food inside the box is invisible but is
touched by the hand underneath the cover. Movement onset is defined as release of resting key. B: differential
response to touch of a piece of apple (top) but not to touch of a bare wire (bottom) or known inedible objects.
Left graphs show the animal’s hand entering the covered food box. Inside the box, touch of a bare wire or a wire
holding the food elicits an electric signal for temporal reference (vertical line at right). [A and B from Romo and
Schultz (491), with kind permission from Springer Science and Business Media.] C: reward prediction error
responses at time of reward (right) and reward-predicting visual stimuli (left in 2 bottom graphs). The dopamine
neuron is activated by the unpredicted reward eliciting a positive reward prediction error (blue ! error, top),
shows no response to the fully predicted reward eliciting no prediction error (0 error, middle), and is depressed
by the omission of predicted reward eliciting a negative prediction error (- errror, bottom). [From Schultz et al.
(524).] D: reward prediction error responses at time of reward satisfy stringent prediction error tests. Top:
blocking test: lack of response to reward absence following the stimulus that was blocked from learning (left),
but activation by surprising reward after blocked stimulus (right). [From Waelti et al. (618).] Bottom: condi-
tioned inhibition test. Supranormal activation to reward following an inhibitory stimulus explicitly predicting no
reward. [From Tobler et al. (597).]
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learning theory (FIGURE 7D). In the blocking test, a test
stimulus is blocked from acquiring reward prediction
when the reward is fully predicted by another stimulus
(zero contingency). If reward does occur after the non-
predictive test stimulus, it will produce a positive predic-
tion error, and dopamine neurons are activated by that
reward (618). In the conditioned inhibition test, a reward
occurring after a stimulus explicitly predicting reward
absence elicits a super strong positive reward prediction
error (because of a negative prediction being subtracted

from the reward, Equation 1), and dopamine neurons
accordingly show supranormal activation by the surpris-
ing reward (Equation 6) (598). Thus the phasic dopa-
mine responses follow the formal theoretical require-
ments for prediction error coding.

Reward-predicting stimuli induce phasic activations in
most dopamine neurons (60-75%) (FIGURE 7C) (322, 503)
and increase correlations between dopamine impulses
(256). These responses are gradually acquired through
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FIGURE 7. Dopamine prediction error responses at the time of reward in monkeys. A: dopamine responses
to touch of food without any phasic stimuli predicting the reward. The food inside the box is invisible but is
touched by the hand underneath the cover. Movement onset is defined as release of resting key. B: differential
response to touch of a piece of apple (top) but not to touch of a bare wire (bottom) or known inedible objects.
Left graphs show the animal’s hand entering the covered food box. Inside the box, touch of a bare wire or a wire
holding the food elicits an electric signal for temporal reference (vertical line at right). [A and B from Romo and
Schultz (491), with kind permission from Springer Science and Business Media.] C: reward prediction error
responses at time of reward (right) and reward-predicting visual stimuli (left in 2 bottom graphs). The dopamine
neuron is activated by the unpredicted reward eliciting a positive reward prediction error (blue ! error, top),
shows no response to the fully predicted reward eliciting no prediction error (0 error, middle), and is depressed
by the omission of predicted reward eliciting a negative prediction error (- errror, bottom). [From Schultz et al.
(524).] D: reward prediction error responses at time of reward satisfy stringent prediction error tests. Top:
blocking test: lack of response to reward absence following the stimulus that was blocked from learning (left),
but activation by surprising reward after blocked stimulus (right). [From Waelti et al. (618).] Bottom: condi-
tioned inhibition test. Supranormal activation to reward following an inhibitory stimulus explicitly predicting no
reward. [From Tobler et al. (597).]
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pattern, varies monotonically with sensory stimulation, dis-
crimination, and movements (3, 385). Thus the key sub-
strates for the brain’s function in reward are specific neuro-
nal signals that occur in a limited number of brain struc-
tures, including midbrain dopamine neurons, striatum,
amygdala, and orbitofrontal cortex (FIGURE 3). Reward sig-
nals are also found in most component structures of the
basal ganglia and the cerebral cortical areas, often in asso-
ciation with sensory or motor activity. The signals can be
measured as action potentials by neurophysiology and are
also reflected in transmitter concentrations assessed by elec-
trochemistry (638) and as synaptic potentials detected by
magnetic resonance imaging in blood oxygen level depen-
dent (BOLD) signals (328). Whereas lesions in humans and
animals demonstrate necessary involvements of specific
brain structures in behavioral processes, they do not inform
about the way the brain processes the information underly-
ing these processes. Electric and optogenetic stimulation
evokes action potentials and thus helps to dissect the influ-
ence of individual brain structures on behavior, but it does
not replicate the natural signals that occur simultaneously
in several interacting structures. Thus the investigation of
neuronal signals is an important method for understanding
crucial physiological mechanisms for the survival and re-
production of biological organisms.

3. Reward retina

Neuronal signals in sensory systems originate in specific
receptors that define the signal content. However, rewards
have no dedicated receptors. Neuronal processing would
benefit from an explicit signal that identifies a reward irre-
spective of sensory properties and irrespective of actions

required to obtain it. The signal might be analogous to
visual responses of photoreceptors in the retina that consti-
tute the first processing stage for visual perception. To ob-
tain an explicit reward signal, the brain would extract the
rewarding component from heterogeneous, polysensory en-
vironmental objects and events. A signal detecting the re-
ward properties of an apple should not be concerned with
its color unless color informs about reward properties of the
fruit. Nor should it code the movement required to obtain
the apple, other than assessing the involved effort as eco-
nomic cost. External visual, somatic, auditory, olfactory,
and gustatory stimuli predicting original, unconditioned re-
wards become conditioned rewards through Pavlovian con-
ditioning. The issue for the brain is then to extract the
reward information from the heterogeneous responses to
the original and conditioned rewards and generate a com-
mon reward signal. Neurons carrying such a signal would
constitute the first stage in the brain at which the reward
property of environmental objects and events would be
coded and conveyed to centers engaged in learning, ap-
proach, choice, and pleasure. Such abstract reward neurons
would be analogous to the retinal photoreceptors as first
visual processing stage (519).

Despite the absence of specific reward receptors, there are
chemical, thermal, and mechanical receptors in the brain,
gut, and liver that detect important and characteristic re-
ward ingredients and components, such as glucose, fatty
acids, aromatic amino acids, osmolality, oxygen, carbon
dioxide, temperature, and intestinal volume, filling, and
contractions. In addition to these exteroceptors, hormone
receptors are stimulated by feeding and sex (24, 46). These
receptors are closest to being reward receptors but never-
theless detect only physical, sensory reward aspects,
whereas reward value is still determined by internal brain
activity.

The absence of dedicated receptors that by themselves sig-
nal reward value may not reflect evolutionary immaturity,
as rewards are as old as multicellular organisms. Rather
valuation separate from physical receptors may be an effi-
cient way of coping with the great variety of objects that can
serve as rewards at one moment or another, and of adapting
reward value to changing requirements, including depriva-
tion and satiation. Rather than having a complex, omnipo-
tent, polysensory receptor that is sensitive to all possible
primary and conditioned rewards and levels of deprivation,
however infrequent they may occur, it might be easier to
have a neuronal mechanism that extracts the reward infor-
mation from the existing sensory receptors. The resulting
neuronal reward signal would be able to detect rewarding
properties in a maximum number of environmental objects,
increase the harvest of even rare rewards, and relate their
value to current body states, which all together enhance the
chance of survival. Such a signal would be an efficient so-
lution to the existential problem of benefitting from the
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FIGURE 3. Principal brain structures for reward and decision-
making. Dark blue: main structures containing various neuronal
subpopulations coding reward without sensory stimulus or motor
action parameters (“explicit reward signals”). Light blue: structures
coding reward in conjunction with sensory stimulus or motor action
parameters. Maroon: non-reward structures. Other brain struc-
tures with explicit or conjoint reward signals are omitted for clarity.
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to control action in a partially knowable world

learning theory (FIGURE 7D). In the blocking test, a test
stimulus is blocked from acquiring reward prediction
when the reward is fully predicted by another stimulus
(zero contingency). If reward does occur after the non-
predictive test stimulus, it will produce a positive predic-
tion error, and dopamine neurons are activated by that
reward (618). In the conditioned inhibition test, a reward
occurring after a stimulus explicitly predicting reward
absence elicits a super strong positive reward prediction
error (because of a negative prediction being subtracted

from the reward, Equation 1), and dopamine neurons
accordingly show supranormal activation by the surpris-
ing reward (Equation 6) (598). Thus the phasic dopa-
mine responses follow the formal theoretical require-
ments for prediction error coding.

Reward-predicting stimuli induce phasic activations in
most dopamine neurons (60-75%) (FIGURE 7C) (322, 503)
and increase correlations between dopamine impulses
(256). These responses are gradually acquired through
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FIGURE 7. Dopamine prediction error responses at the time of reward in monkeys. A: dopamine responses
to touch of food without any phasic stimuli predicting the reward. The food inside the box is invisible but is
touched by the hand underneath the cover. Movement onset is defined as release of resting key. B: differential
response to touch of a piece of apple (top) but not to touch of a bare wire (bottom) or known inedible objects.
Left graphs show the animal’s hand entering the covered food box. Inside the box, touch of a bare wire or a wire
holding the food elicits an electric signal for temporal reference (vertical line at right). [A and B from Romo and
Schultz (491), with kind permission from Springer Science and Business Media.] C: reward prediction error
responses at time of reward (right) and reward-predicting visual stimuli (left in 2 bottom graphs). The dopamine
neuron is activated by the unpredicted reward eliciting a positive reward prediction error (blue ! error, top),
shows no response to the fully predicted reward eliciting no prediction error (0 error, middle), and is depressed
by the omission of predicted reward eliciting a negative prediction error (- errror, bottom). [From Schultz et al.
(524).] D: reward prediction error responses at time of reward satisfy stringent prediction error tests. Top:
blocking test: lack of response to reward absence following the stimulus that was blocked from learning (left),
but activation by surprising reward after blocked stimulus (right). [From Waelti et al. (618).] Bottom: condi-
tioned inhibition test. Supranormal activation to reward following an inhibitory stimulus explicitly predicting no
reward. [From Tobler et al. (597).]
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Virtual perceptual error reduction: Acquired non-use use case
Rubio Ballester et al. Journal of NeuroEngineering and Rehabilitation  (2015) 12:50 Page 4 of 11

Fig. 2Methodology for the amplification of goal-oriented reaching
movements in VR. The trajectory of the movement executed (red
shadow) is amplified both in extent and accuracy (green shadow)
towards the target position, deriving from the start position (x0, y0)
and current position (xn , yn) of the actual movement

Finally, the movement amplification at the current
frame is defined by

ma = α · mp + (1 − α)me (3)

where α = |mp|
|t| · 1

G . (4)

The movement amplification vector ma is a weighted
combination of two terms: an accuracy amplification
vector and an extent amplification vector. The α ratio
determines the contribution of each of these two com-
ponents, and will cancel the amount of amplification of
the movement extent when the patient exceeds in dis-
tance the desired movement t. Contrarily, if the direction
of the executed movement matches the target direction, α
will approach 0, thus decreasing the amount of accuracy
amplification. After computing the movement amplifi-
cation vector ma and extracting its corresponding hand
position (x′, y′), we recursively applied an inverse kine-
matics technique (Cyclic Coordinate Descent) [21] for
estimating the angles of elbow and shoulder joints of the
avatar. The constant coefficient G was 1.4. The length of
the segments of the avatar’s upper-limbs were l1=0.27, and
l2=0.38. Notice that l2 denotes the distance from elbow
to fingers and therefore exceeds the length of the forearm
(Fig. 2).
We developed a new scenario in RGS to quantify and

modulate effector selection in stroke patients. Participants
were instructed to reach for targets that appeared con-
secutively in a virtual environment (Fig. 1c, top). At the
beginning of each trial, subjects had to position both vir-
tual hands over their corresponding start positions. Start
positions were indicated by two green cylinders (7.5 cm

diameter) centered 48 cm apart. After the subject main-
tained the avatar’s hands over the start positions during a
variable time interval of 1 ±0.5 ms the two green cylin-
ders disappeared and a target sphere appeared at any of
nine possible angles (0°, ±4°, ±8°, ±16°, ±32°) along a
semicircular array 65 cm from the projected center of the
avatar. Trial time limits (1.75 s) were indicated by con-
tinuous changes in the color of the target, which ranged
from green to black. Trial time limits were fixed accord-
ing to the results from a pilot study with stroke patients
to guarantee that patients were able to perform a com-
plete reaching movement within this time window. At the
end of the trial the target disappeared. The participants
were instructed to reach the target as fast as possible with
one hand and keep the other hand over the start posi-
tion. Trials in which the participant moved both hands
were automatically invalidated and immediately repeated.
Movements in the virtual world were confined to the
horizontal plane. Trunk movements in the virtual envi-
ronment were constrained to ±30° axial rotation. When
the center of the virtual hand was placed over the target,
participants heard a continuous tone and could observe
the increase of their score by 30 points every tenth of a
second. These score values were permanently displayed at
the top of the screen and accumulated across blocks and
phases.
The study was divided into two sessions (Fig. 1b): a

familiarization period (S1), and an experimental period
(S2). Both sessions were completed during two consec-
utive days. A session comprised 2 blocks of 14 pointing
RW trials each (pre and post phases in Fig. 1b), and 9
blocks of 32 VR-based reaching trials each. VR-based tri-
als were divided in three phases (P1, P2, and P3). In session
2, we refer to these three phases as baseline, interven-
tion and washout. Each of these three phases was divided
into 3 blocks of 32 trials each. During the intervention
phase we amplified the mapping of the physical move-
ment of the paretic arm to the matched virtual limb. This
amplification was progressively and uniformly introduced
during the first block of the intervention phase and grad-
ually reduced during the first block of the washout phase.
We introduced and suppressed the visuomotor amplifi-
cation in a gradual fashion to keep participants explicitly
unaware of the manipulations.
After each block of trials the patient rested for twenty

seconds. In the beginning of each block we included eight
forced lateralized trials i.e. four trials with the non-paretic
and with the paretic limb respectively, to ensure that par-
ticipants experience the effect of the kinematic and goal-
oriented amplification of the paretic limb. These forced
trials where indicated to the subjects by the presentation
of only one virtual limb and its corresponding initial posi-
tion aligned with the position of the corresponding limb of
the subject. In the following 24 free-choice trials patients

Paretic arm visual error minimization

Ballester et al (2014; 2016) ESC; JNER

Rubio Ballester et al. Journal of NeuroEngineering and Rehabilitation  (2015) 12:50 Page 3 of 11

211 ± 390.9 days post stroke) were informed about the
aim and procedures of the study, signed informed consent
forms and were blinded to the experimental hypotheses.

Design
In order to study the potential of goal-oriented visuo-
motor amplification for promoting the use of the paretic
limb, we use the Rehabilitation Gaming System (RGS)
(Fig. 1a), which allows the user to control a virtual body
(avatar) seen from a first-person perspective on a com-
puter screen via their own movements that are captured
by an imager at 30 Hz (Kinect, Microsoft). Physical exe-
cution of goal-directed movement is thus coordinated
with the observation of the same movement in VR. RGS
includes the Adaptive Biomechanics Controller, which
modulates the task difficulty though the amplification
of the movement of the virtual limb. Modulation of the
movement is achieved by combining two methods: ampli-
fying the amount of movement (i.e. extent amplification)
and by attracting the direction of the movement towards
the target position (i.e. accuracy amplification) (Fig. 2).

Thus range of movement amplification reduces visual
errors in movement extent, while accuracy amplification
lessens visual directional errors relative to the target. In
order to compute the position of the amplified virtual
hand at each timeframe, we first extend the vector of the
actual hand movement executed by the patient:

me = m · G (1)

where me is the vector of the extended hand movement,
m is the actual hand movement with respect to the start
position, and G is a constant ratio of extent amplification.
Next we project the amplifiedmovement vectorme onto

the target direction:

mp = (t̂ · me)t̂ (2)

where the operator · denotes a dot product, t is the dis-
tance vector from the start position to the target, and t̂ is
the unit vector of t.

Fig. 1 The RGS setup. a: Microsoft Kinect sensor captures the movements of the user’s upper limbs and maps them into an avatar displayed on a
screen in first person perspective so that the user sees the upper extremities. b: The experimental protocol is divided in two sessions (S1 and S2)
comprising a Real World Task (RWT), a Virtual Reality Task, and a Questionnaire (Q). The amplification of the virtual movement of the paretic limb
(green line) is manipulated during the Virtual Reality Task, which is divided in 3 phases (P1, P2, and P3). Horizontal red lines indicate blocks of trials
for which performance measurements are considered for analysis. Vertical red rectangles indicate forced trials. White rectangles indicate free choice
trials. c: VR and RW tasks, top: participants performed consecutive reaching movements in VR, bottom: participants performed consecutive pointing
movements towards targets located at different angles corresponding to the paretic, center, or non-paretic workspace Hacking the brain’s error processing for good in stroke neurorehabilitation
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Results
Effects of movement amplification on reward rates
Our results show that the mean scores per movement
of the paretic limb were significantly higher during the
intervention phase when compared to baseline (p<0.001,
Wilcoxon signed-rank test) (Fig. 3a). Notice that dur-
ing this phase the movement of the virtual analog of
the paretic limb was amplified, therefore increases in
mean scores don’t necessarily reflect functional improve-
ments. During the washout phase the performance of the
paretic limb dropped 59.03 ± 23.62 % to baseline per-
formance levels (p = 0.73, Wilcoxon signed-rank test),
suggesting that changes in scores were mainly due to
the amplification of virtual movements. Regarding the
performance of the non-paretic limb, we observed no dif-
ferences between phases (Fig. 3a). These results validate
the hypothesis that a goal-oriented amplification of the
trajectory of the paretic limb significantly increased the
scores achieved by the subject only when using the paretic
limb.

Effects of therapy on effector selection patterns/PSE
To evaluate the effect of the virtual movement ampli-
fication in hand selection patterns, we computed the
probability of selecting the paretic limb to execute the
reaching movement for each phase. During the inter-
vention phase subjects exhibited a higher probability of
selecting the paretic limb when compared to baseline

(p = 0.01, Wilcoxon signed-rank test). The effect dis-
appeared during the washout phase. In order to take
into account target position to analyze changes in hand
selection patterns we estimated the PSE for each subject
and for each phase of the task. Within-subject analysis
revealed that individual PSEs were significantly shifted
towards the non-paretic workspace during the interven-
tion phase (p<0.01, Wilcoxon signed-rank test, Fig. 3d).
These effects were attenuated during the washout phase
but remained significantly different from baseline (p =
0.04, Wilcoxon signed-rank test, Fig. 3d). These results
indicated a higher probability of selecting the paretic limb
during washout phase when compared to baseline. Notice
that during this phase movement amplification was no
longer present. Therefore the speed, accuracy, and effort
required to successfully reach a target using the paretic
limb remained similar to baseline. None of these effects
were observed during session 1, when amplification was
never provided (Fig. 3e-f). In order to explore the stabil-
ity of the effect during the washout phase, we performed
a within-subjects comparison of the probability of select-
ing the impaired limb during the middle 24 trials and
the last 24 trials within the washout. First 24 trials dur-
ing washout were excluded from the analysis given that
during this period visual amplifications were still partially
present. We observed a slight decay in the probability of
selecting the paretic limb during the washout phase, how-
ever we found no significant differences between the two
sub-phases (p = 0.42, Wilcoxon signed-rank test). Hence,

Fig. 3 Analysis of subjects’ performance during the VR reaching task. a. Mean scores per phase for the paretic (yellow) or non-paretic limb (green).
b. Logistic fit of all subject’s probabilities of paretic limb use per phase. Horizontal dashed line indicates 0.5 probabilities. Vertical dashed lines
indicate target angles corresponding with PSE estimates for each phase. c–d. Change in the probability of use of the paretic limb and PSE’s respect
to baseline (blue horizontal line) during session 2. e–f. Change in the probability of use of the paretic limb and PSE’s respect to phase 1 (blue
horizontal line) during session 1

N=12/11; Late Chronic
Mean days post stroke ~1300

Ballester et al (2014; 2015) ESC; JNER
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Figure 5.1: A: Microsoft Kinect sensor captures the movements of the user’s upper limbs and maps them into an avatar
displayed on a screen in first person perspective so that the user sees the upper extremities. B: The experimental protocol
is divided in two sessions (S1 and S2) comprising a Real World Task (RWT), a Virtual Reality Task, and a Questionnaire
(Q). The amplification of the virtual movement of the paretic limb (green line) is manipulated during the Virtual Reality
Task, which is divided in 3 phases (P1, P2, and P3). Horizontal red lines indicate blocks of trials for which performance
measurements are considered for analysis. Vertical red rectangles indicate forced trials. White rectangles indicate free choice
trials. C: VR and RW tasks, top: participants performed consecutive reaching movements in VR, bottom: participants
performed consecutive pointing movements towards targets located at di↵erent angles corresponding to the paretic, center,
or non-paretic workspace.
2 sessions of 300 trials each Hacking the brain’s error processing for good in stroke neurorehabilitation
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Figure 1: Amplification of Tweets from major political groups and politicians in 7 countries with an active Twitter user base.

A: Group amplification of each political party or group. Within each country, parties are ordered from left to right according to

their ideological position based on the 2019 Chapel Hill Expert Survey [6]. A value of 0% indicates that Tweets by the group

reach the same number of users on ranked timelines as they do on chronological timelines. A value of 100% means double the

reach. Error bars show standard error estimated from bootstrap. Bootstrap resampling was performed over daily intervals as well

as membership of each political group. B: Pairwise comparison between the largest mainstream left and right-wing parties in

each country: Democrats vs Republicans in the U.S., CDP vs LDP in Japan, Labour vs Conservatives in the U.K., Socialists vs

Republicans in France, PSOE vs Popular in Spain, Liberals vs Conservatives in Canada and SPD vs CDU/CSU in Germany. In 6

out of 7 countries, these comparisons yield a statistically significant di�erence with right being amplified more, after adjusting for

multiple comparisons. In Germany, the di�erence is not statistically significant. C: Amplification of Tweets by individual left- and

right-wing politicians in the U.S., U.K. and Canada. Violin plots illustrate the distribution of amplification values within each party,

solid and dashed lines within show the median, 25th and 75th percentiles, respectively. There is substantial variation of individual

amplification within political parties. However, there is no statistically significant dependence between an individual’s amplification

and their party a�liation in either of the four comparisons.

on chronological timelines. To test the hypothesis that left-wing or right-wing politicians are amplified di�erently,

we identified the largest mainstream left or centre-left and mainstream right or centre-right party in each legislature,

and present pairwise comparisons between these in Fig. 1B. With the exception of Germany, we find a statistically

4
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Bakir & Andrew McStay 2018 Dig Journ. 

Huszár et al  (2022). Algorithmic amplification of politics on Twitter. PNAS

ANGER
FEAR ANGER

FEAR

Ewbank et al 2009 Soc Cogn Affect Neurosc

Negative emotions decontextualises experience and memory 
AND 

drive (re)action, i.e. clicks

http://eodyne.com
http://specs-lab.com


PHRAS
E

Paul Verschureeodyne.com specs-lab.com

VS

Disinformation: The brain against 
algorithms

http://eodyne.com
http://specs-lab.com


Building resilience

Nature Reviews | Neuroscience

Long-term
memory

Short-term memory

Phonological
loop

Visuospatial
sketchpad

Neocortical sensory
and motor buffers

Declarative
memory

Non-declarative
memory

Procedural
memory

Priming Classical
conditioning

Contextual/
associative

Episodic

Recollection

Non-contextual/
non-associative

Semantic

Familiarity

Recurrent connections
The extensive reciprocal 
connections between principal 
CA3 neurons. This unusual 
neural architecture might 
provide a substrate for the 
implementation of an attractor 
network that supports 
associative memory.

Pattern completion
A process by which a stored 
neural representation is 
reactivated by a cue that 
consists of a subset of  
that representation.

Path integration
The ability to keep track of the 
start position of a trajectory by 
integrating the movements 
made along the path.

The two theories are difficult to tease apart. Both 
acknowledge that some remote memories for personally 
experienced events will be resistant to hippocampal and 
medial temporal lobe damage, although the Multiple-
Trace Theory (but not the Declarative Theory) predicts 
that the quality of these memories will be affected. Given 
the similarity between these predictions, it is not sur-
prising that the experimental evidence is mixed: some 
patients have well-preserved semantic but impoverished 
remote episodic memories27–30, whereas others have well 
preserved semantic and remote episodic memories31–33. 
It should be noted that most functional-imaging stud-
ies in healthy adults suggest that the hippocampus has 
a role in episodic memory regardless of the age of the 
memory34. Nevertheless, such studies do not provide 
evidence for exactly which aspect of the tasks activates 
the hippocampus, nor whether involvement of the  
hippocampus is strictly necessary.

Recognition memory
Semantic memory is a form of non-contextual memory 
in which the information was typically acquired in 
childhood or early adulthood. What about other non-
contextual memories, such as recognizing someone’s 
name or face without remembering how you know 
them? Dual-process theories of memory propose 
that recognition memory is supported by two proc-
esses: recollection, which corresponds to Tulving’s 
definition of episodic memory, and familiarity, which 
is the ability to judge the prior occurrence of an item 
without retrieving the context in which the item was 
encountered35–37. According to the Declarative Theory, 
both processes are underpinned by the hippocampus 
in concert with other medial temporal lobe regions. 
However, several researchers have linked these pro-
cesses to distinct anatomical substrates11,38–40, with the 

hippocampus supporting recollection and the perirhi-
nal cortex supporting familiarity. The main proponents 
of this version of the Dual-Process Theory drew their 
inspiration largely from electrophysiological and lesion 
studies in animals11.

Several studies have shown that recognition memory, 
which can theoretically be subserved by familiarity 
alone, is impaired by selective hippocampal damage, 
consistent with the Declarative Theory41–43. However, 
a number of detailed single-case studies and group 
studies have documented spared recognition memory 
in the context of hippocampal damage that resulted in 
marked episodic-memory deficits44–48. Thus, the issue of 
whether dual-process theories offer a superior account  
of the patterns of impaired and spared memory processes 
following hippocampal damage remains controversial 
(compare REF. 49 with REF. 50).

Spatial processing
Spatial memory problems, such as getting lost or forget-
ting where objects have been placed, are a common con-
sequence of hippocampal damage in humans. However, 
interest in spatial processing by the hippocampus was 
driven most strongly by the discovery of ‘place cells’ in 
rats51. In the 36 years since this discovery, place cells have 
also been documented in monkeys and humans52,53, and 
a wealth of experimental data has accumulated that 
characterizes their properties54 (BOX 2).

Place cells fire when an animal is at specific loca-
tions in an environment (the cell’s ‘place field’) and, as 
the animal explores an open environment, the ensemble 
of cells provides a stable representation of the animal’s 
location, independent of its orientation. Thus, place-
cell firing does not simply reflect direct sensory input; 
if that were the case, the firing would change greatly as 
the rat changed the direction in which it was facing. 
Instead, place cells appear to be tuned to the conjunc-
tions of bearings to extended boundaries in the envi-
ronment, rather than local environmental features55,56, 
although firing rates are nevertheless modulated by the 
latter. Place cells encode a ‘sense of location’, as cor-
roborated by a consistency between search locations 
and place-cell firing57,58.

Besides responding to incoming perceptual informa-
tion, place cells are also driven by self-motion signals 
(proprioceptive, vestibular and reafferent signals from 
intended movements), which indicate the location of the 
animal on the basis of its own movements — a process 
referred to as ‘path integration’. This process is probably 
supported by so-called ‘grid cells’, which have a strikingly 
regular spatial-firing pattern and are found in the entorhi-
nal cortex59 — the main neocortical input to the hippo-
campus. Consequently, the place fields are maintained 
even when all orienting cues are removed, demonstrating 
that they encode the ‘memory’ of a location.

Place fields in familiar environments remain stable 
for several weeks, which suggests that place cells encode 
a long-term memory for that environment60. Place cells 
also perform pattern completion and pattern separation, 
which are indicative of an attractor network61. Thus, they 
generalize across minor changes to the dimensions 

Figure 2 | The traditional taxonomy of memory systems. Inspired in part by 
experimental data from studies of medial temporal lobe amnesia, many researchers have 
divided long-term memory into a number of separate systems (for example, see REF. 7). 
Investigating the neural substrates of these systems and whether and how they interact, 
and gaining a mechanistic understanding of the processing that is associated with each, 
presents an exciting challenge for memory research.
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during active learning (see Fig. 2A for examples from one par-
ticipant and SI Appendix, Fig. S2 for further examples). We
quantified the differences in oscillatory power during the
encoding phase of our experiment while subjects either con-
trolled their actions in the environment (active condition) or
were exposed to the trajectory generated by another participant
(passive condition). We observed a significant effect of volition
on power in the theta band [p(corrected) = 0.019, Fig. 2B], while
the other bands did not reach significance even at an uncorrected
level. Similar results were obtained when we restricted the
analysis to the time interval containing item-specific information
at encoding [see next section; 250–850 ms; p(corrected) = 0.018;
Fig. 2C]. No significant differences in theta power were observed
during retrieval of actively vs. passively encoded items [W(8) = 13,
P = 0.3]. Together, these results show that active learning enhances
hippocampal theta oscillations.

Active Learning Increases Item-Specific Memory Reinstatement.
Next, we investigated whether active learning affects the preci-
sion of item-specific memory reinstatement. To this end, we
calculated the similarity between distributed patterns of oscilla-
tory power across all electrodes, frequencies, and time win-
dows. This was done in overlapping time windows of 500 ms,

incrementing in steps of 50 ms, for all pairs of encoding and
retrieval events (“encoding retrieval similarity” [ERS]; Fig. 3A;
Materials and Methods). In line with previous work (32–34), we
found that ERS was significantly higher when the same item was
encoded and retrieved as compared to when one item was
encoded and a different item retrieved, indicating reinstatement
of stimulus-specific representations [p(corrected) = 0.032, Fig. 3 B
and C]. This effect could not be explained by semantic similar-
ities among items (SI Appendix, Fig. S3). Item-specific ERS
started at ∼200 ms after stimulus onset and lasted until ∼800 ms
during encoding and retrieval. Importantly, ERS values were
higher for items remembered with high confidence as compared
to forgotten items within this temporal region of interest [tROI;
W(12) = 75, P = 0.039, Fig. 3D], suggesting that they reflect a
functionally relevant process. ERS analysis in the subsets of ac-
tive and passive trials revealed that item-specific information
could be extracted in both conditions (SI Appendix, Fig. S4).
Critically, however, ERS values were higher in active vs. passive
trials [W(12) = 86, P = 0.002, Fig. 3D and SI Appendix, Fig. S5],
and specifically in active trials remembered with high confidence
vs. active forgotten trials [W(8) = 41, P = 0.027, Fig. 3D and SI
Appendix, Fig. S6]. These results indicate that stimulus-specific
neural representations are reactivated during successful memory

Fig. 2. Active learning increases hippocampal theta oscillations. (A) MNI locations of all contacts used in the hippocampal analysis (one per subject, n = 9,
Left). (Right) Example hippocampal traces during active (Top) and passive (Bottom) navigation in one participant, showing a predominance of low-frequency
oscillations during active learning (for additional examples, see SI Appendix, Fig. S2). (B) Z-scored power differences for all frequencies in the 1- to 150-Hz
spectrum (Top) and across six frequency bands (Bottom), showing significantly higher power in the theta band during active vs. passive learning. (C) Z-scored
power for the active and passive learning conditions during encoding for the interval of significant item-specific encoding retrieval similarity (ERS; 250–850 ms
after cue onset). *, p(corrected) < 0.05.
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during active learning (see Fig. 2A for examples from one par-
ticipant and SI Appendix, Fig. S2 for further examples). We
quantified the differences in oscillatory power during the
encoding phase of our experiment while subjects either con-
trolled their actions in the environment (active condition) or
were exposed to the trajectory generated by another participant
(passive condition). We observed a significant effect of volition
on power in the theta band [p(corrected) = 0.019, Fig. 2B], while
the other bands did not reach significance even at an uncorrected
level. Similar results were obtained when we restricted the
analysis to the time interval containing item-specific information
at encoding [see next section; 250–850 ms; p(corrected) = 0.018;
Fig. 2C]. No significant differences in theta power were observed
during retrieval of actively vs. passively encoded items [W(8) = 13,
P = 0.3]. Together, these results show that active learning enhances
hippocampal theta oscillations.

Active Learning Increases Item-Specific Memory Reinstatement.
Next, we investigated whether active learning affects the preci-
sion of item-specific memory reinstatement. To this end, we
calculated the similarity between distributed patterns of oscilla-
tory power across all electrodes, frequencies, and time win-
dows. This was done in overlapping time windows of 500 ms,

incrementing in steps of 50 ms, for all pairs of encoding and
retrieval events (“encoding retrieval similarity” [ERS]; Fig. 3A;
Materials and Methods). In line with previous work (32–34), we
found that ERS was significantly higher when the same item was
encoded and retrieved as compared to when one item was
encoded and a different item retrieved, indicating reinstatement
of stimulus-specific representations [p(corrected) = 0.032, Fig. 3 B
and C]. This effect could not be explained by semantic similar-
ities among items (SI Appendix, Fig. S3). Item-specific ERS
started at ∼200 ms after stimulus onset and lasted until ∼800 ms
during encoding and retrieval. Importantly, ERS values were
higher for items remembered with high confidence as compared
to forgotten items within this temporal region of interest [tROI;
W(12) = 75, P = 0.039, Fig. 3D], suggesting that they reflect a
functionally relevant process. ERS analysis in the subsets of ac-
tive and passive trials revealed that item-specific information
could be extracted in both conditions (SI Appendix, Fig. S4).
Critically, however, ERS values were higher in active vs. passive
trials [W(12) = 86, P = 0.002, Fig. 3D and SI Appendix, Fig. S5],
and specifically in active trials remembered with high confidence
vs. active forgotten trials [W(8) = 41, P = 0.027, Fig. 3D and SI
Appendix, Fig. S6]. These results indicate that stimulus-specific
neural representations are reactivated during successful memory

Fig. 2. Active learning increases hippocampal theta oscillations. (A) MNI locations of all contacts used in the hippocampal analysis (one per subject, n = 9,
Left). (Right) Example hippocampal traces during active (Top) and passive (Bottom) navigation in one participant, showing a predominance of low-frequency
oscillations during active learning (for additional examples, see SI Appendix, Fig. S2). (B) Z-scored power differences for all frequencies in the 1- to 150-Hz
spectrum (Top) and across six frequency bands (Bottom), showing significantly higher power in the theta band during active vs. passive learning. (C) Z-scored
power for the active and passive learning conditions during encoding for the interval of significant item-specific encoding retrieval similarity (ERS; 250–850 ms
after cue onset). *, p(corrected) < 0.05.
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the ERS values of the same item (regardless of context) between
encoding and retrieval with ERS values of different items at
encoding and retrieval yielded two significant clusters of context-
independent item reinstatement (ERSsame item, all contexts >
ERSdifferent item, all contexts; cluster i: p(corr)= 0.013, cluster ii:
p(corr)= 0.018; Fig. 3a). Specifically, we can distinguish two time
windows during encoding (~0–1.1 s and ~2–2.6 s) that display
distinct power frequency patterns that are reinstated during a
retrieval time window between ~1–3 s. Average ERS in the item-
specific or “same item” condition was significantly higher than
zero in both clusters (cluster i: t(10)= 6.326, p= 8.6135e-05;
cluster ii: t(10)= 3.775, p= 0.004), while it did not differ from
zero in the “different item” condition (cluster i: t(10)= 1.81, p=

0.100; cluster ii: t(10)= 1.071, p= 0.309 Fig. 3b). Note that this
same pattern of results was obtained when we restricted our
sample of participants to those without ipsilateral hippocampal
epilepsy (n= 8; see Supplementary Note 8 and Supplementary
Fig. 19). In stark contrast to our results in the hippocampus, we
did not observe any reinstatement of item-context associations
(all clusters, p > 0.48; Fig. 3c). Also in this case, none of the
clusters survived in the room-specific contrast (all clusters, p >
0.109; Fig. 3d). As in the hippocampus, we could replicate the
main results when only including correct trials (Supplementary
Fig. 10), but not when only including incorrect trials (Supple-
mentary Fig. 11B). In additional control analyses, we investigated
representational reinstatement at increased temporal resolution
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the ERS values of the same item (regardless of context) between
encoding and retrieval with ERS values of different items at
encoding and retrieval yielded two significant clusters of context-
independent item reinstatement (ERSsame item, all contexts >
ERSdifferent item, all contexts; cluster i: p(corr)= 0.013, cluster ii:
p(corr)= 0.018; Fig. 3a). Specifically, we can distinguish two time
windows during encoding (~0–1.1 s and ~2–2.6 s) that display
distinct power frequency patterns that are reinstated during a
retrieval time window between ~1–3 s. Average ERS in the item-
specific or “same item” condition was significantly higher than
zero in both clusters (cluster i: t(10)= 6.326, p= 8.6135e-05;
cluster ii: t(10)= 3.775, p= 0.004), while it did not differ from
zero in the “different item” condition (cluster i: t(10)= 1.81, p=

0.100; cluster ii: t(10)= 1.071, p= 0.309 Fig. 3b). Note that this
same pattern of results was obtained when we restricted our
sample of participants to those without ipsilateral hippocampal
epilepsy (n= 8; see Supplementary Note 8 and Supplementary
Fig. 19). In stark contrast to our results in the hippocampus, we
did not observe any reinstatement of item-context associations
(all clusters, p > 0.48; Fig. 3c). Also in this case, none of the
clusters survived in the room-specific contrast (all clusters, p >
0.109; Fig. 3d). As in the hippocampus, we could replicate the
main results when only including correct trials (Supplementary
Fig. 10), but not when only including incorrect trials (Supple-
mentary Fig. 11B). In additional control analyses, we investigated
representational reinstatement at increased temporal resolution
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windows during encoding (~0–1.1 s and ~2–2.6 s) that display
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specific or “same item” condition was significantly higher than
zero in both clusters (cluster i: t(10)= 6.326, p= 8.6135e-05;
cluster ii: t(10)= 3.775, p= 0.004), while it did not differ from
zero in the “different item” condition (cluster i: t(10)= 1.81, p=

0.100; cluster ii: t(10)= 1.071, p= 0.309 Fig. 3b). Note that this
same pattern of results was obtained when we restricted our
sample of participants to those without ipsilateral hippocampal
epilepsy (n= 8; see Supplementary Note 8 and Supplementary
Fig. 19). In stark contrast to our results in the hippocampus, we
did not observe any reinstatement of item-context associations
(all clusters, p > 0.48; Fig. 3c). Also in this case, none of the
clusters survived in the room-specific contrast (all clusters, p >
0.109; Fig. 3d). As in the hippocampus, we could replicate the
main results when only including correct trials (Supplementary
Fig. 10), but not when only including incorrect trials (Supple-
mentary Fig. 11B). In additional control analyses, we investigated
representational reinstatement at increased temporal resolution
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Fig. S5. Reinstatement map for volitional and passive learning trials. Grand average 
reinstatement maps for active vs. passive trials (left and middle panels). ERS was significantly 
greater for volitionally encoded as compared to passively presented items (p(corrected) = 0.008) in a 
time-period from ~400ms to ~1.1s during encoding and retrieval (right panel). P values are 
corrected for multiple comparisons using cluster-based permutation statistics14 (only clusters 
surviving multiple comparisons corrections are shown). 
 
 
  

The voluntary brain is an integrated contextual system

Pacheco et al (2021) PNAS

particular, we hypothesized that during active learning, this theta
phase code organizes and structures stimulus-specific memory
representations. We analyzed electrophysiological activity from
the hippocampus and widespread neocortical regions in epilepsy
patients (n = 13, age = 33.5 ± 9.32) implanted with iEEG
electrodes (total number of electrodes = 392; Fig. 1F) who
performed a virtual reality (VR)-based navigation and memory
task. Subjects navigated in a square virtual arena (Fig. 1A) and
were asked to remember images of specific objects presented at
distinct spatial locations indicated by red “boxes” located on the
ground (Fig. 1B). Images were only visible when participants
visited the red boxes and were hidden otherwise. Navigation
occurred under two conditions: active (A) and passive (P)
(Fig. 1B). In the active condition, participants could freely con-
trol their movements in visiting the stimulus sites while in the
passive condition, they were exposed to the navigation path and
order of image presentation generated by another participant
(yoked design; Fig. 1 C and D). At the end of the experiment, the
recognition memory for both the actively and passively learned
items was tested (Fig. 1E). We predicted that active learning
would enhance memory by promoting hippocampal theta phase
coding of stimulus-specific memory representations.

Results
Active Learning Improves Memory Formation. Across all trials,
participants showed a recognition performance of over 80%
correct [mean area under the curve: 0.822 ± 0.026, chance level
0.5; W(12) = 91, P = 0.0002; Fig. 1G], which was also reflected in
their declared confidence [high vs. low confidence trials:
W(12) = 91, P = 0.0002, Fig. 1H]. Target items were recognized
better when they were encoded during active as compared to
passive learning conditions [proportion of remembered items:
active, 0.8 ± 0.15; passive, 0.65 ± 0.24; W(12) = 74, P = 0.048; 10
out of 13 participants performed better in the active than in the
passive condition; Fig. 1 I, Left]. The proportion of high confi-
dence remembered items differed even more strongly [active,
0.66 ± 0.23; passive, 0.51 ± 0.29; W(12) = 79.5, P = 0.017; 11 out
of 13 participants performed better in the active vs. passive
condition, Fig. 1 I, Right]. This was consistent with the perfor-
mance of a group of healthy subjects (n = 23) following the same
paradigm, indicating equivalent enhancement of memory by
volition in patients and healthy controls (SI Appendix, Fig. S1).

Active Learning Increases Hippocampal Theta Oscillations. Visual
inspection of random samples of hippocampal iEEG traces
revealed the presence of prominent low-frequency oscillations

Fig. 1. Experimental procedure, electrode implantation, and behavioral results. (A) Participants studied images presented at specific locations, indicated by
red boxes located on the ground, in a square virtual environment (here shown from a bird’s eye perspective). (B) Stimulus presentation during the encoding
phase of the experiment as seen by a participant. (C) Schematic timeline showing the main blocks of the experiment (A = active, P = passive, counter-
balanced). (D) Detailed timeline of an example-encoding block. Participants freely determined the timings and materials of study in the active condition and
were exposed to the trajectory of a different subject in the passive condition. (E) Timeline of the experiment at retrieval. (F) All electrodes included in the
analyses (n = 392, MNI space), color coded by participant identity. (G) Receiver operating characteristic (ROC) curves for each subject (gray) and grand average
(red). (H) Proportion of correct items for all stimuli as a function of confidence. (I) Proportion of remembered items (Left) and of high-confidence remembered
items (Right) for active and passive conditions. *P < 0.05; ***P < 0.001.
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passive learning conditions [proportion of remembered items:
active, 0.8 ± 0.15; passive, 0.65 ± 0.24; W(12) = 74, P = 0.048; 10
out of 13 participants performed better in the active than in the
passive condition; Fig. 1 I, Left]. The proportion of high confi-
dence remembered items differed even more strongly [active,
0.66 ± 0.23; passive, 0.51 ± 0.29; W(12) = 79.5, P = 0.017; 11 out
of 13 participants performed better in the active vs. passive
condition, Fig. 1 I, Right]. This was consistent with the perfor-
mance of a group of healthy subjects (n = 23) following the same
paradigm, indicating equivalent enhancement of memory by
volition in patients and healthy controls (SI Appendix, Fig. S1).
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inspection of random samples of hippocampal iEEG traces
revealed the presence of prominent low-frequency oscillations
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red boxes located on the ground, in a square virtual environment (here shown from a bird’s eye perspective). (B) Stimulus presentation during the encoding
phase of the experiment as seen by a participant. (C) Schematic timeline showing the main blocks of the experiment (A = active, P = passive, counter-
balanced). (D) Detailed timeline of an example-encoding block. Participants freely determined the timings and materials of study in the active condition and
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Some observations: 

It is not about the humans it is about the algorithms that exploit 

the operating system of the brain
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Some observations

• We need to understand the way the brain processes, mediates and reacts to 
(dis)information


• Information > Brain > Action <………> Information > Algorithm > Action


• We are up against algorithms not humans


• The quest of the “learned ignorati”


• Risk of instrumentalization of the Commons


• Social media algorithms are a mental health risk and must therefore satisfy CEII 


• Self-monitoring is not enough!
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